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Abstract—This paper addresses the control of steady state and transition behaviors for the bipedal spring-loaded inverted pendulum (SLIP) model. We present an event-driven control approach that enables the realization of active running, walking, and walk–run transitions in a unified framework. The synthesis of the controlled behaviors is illustrated by the notion of hybrid automaton in which different gaits are generated as the sequential composition of SLIP’s primary phases of motion. We also propose a novel analytical approximate solution to the otherwise intractable double-stance dynamics of the SLIP model. The analytical simplicity of the solution is utilized in the design and analysis of dynamic walking gaits suitable for online implementation. The accuracy of the approximate solution and its influence on the stability properties of the controlled system are carefully analyzed. Finally, we present two simulation examples. The first demonstrates the practicality of the proposed control strategy in creating human-like gait and gait transitions. In the second example, we use the controlled SLIP as a planner for the control of a multibody bipedal robot model, and embed SLIP-like behaviors into a physics-based robot simulation model. The results corroborate both the practical utility and effectiveness of the proposed approach.

Index Terms—Double-stance dynamics, legged robots, motion planning and control, spring-mass walking, walk–run transitions.

I. INTRODUCTION

Legged animals still outperform man-made locomotory systems equipped with wheels or tracks when it comes to traversing rough and unstructured terrain [1]. This has captured the interest of researchers and engineers in the field of biomechanics and robotics to analyze and design legged systems that are inspired by or mimick nature. Despite significant improvements achieved, there is still much to be done to match the animals’ body and brain challenges the current man-made legged morphologies [2].

Legged locomotion in unstructured terrain is a complex task to be implemented in a system with complex dynamics. To design and analyze such systems, intuitive approaches inspired by biology alone have shown limited success. A deep understanding of the underlying physical principles in locomotion, both at the proprioception level and actuation, enhances the design process, particularly when dynamical, efficient, dexterous, and autonomous platforms are desired. To this end, abstract models capturing the essential characteristics of legged locomotion (namely phase switching) have been established: the inverted pendulum model for walking [3] and the spring-mass model, also referred to as the spring-loaded inverted pendulum (SLIP), for running [4].

Early biomechanical studies [4]–[7] revealed that the SLIP accurately models the center of mass (CoM) dynamics of animals and humans when hopping and running in the sagittal plane. This was observed for a wide range of animals of varying size, as diverse as bipeds, quadrupeds, and animals with more legs, such as cockroaches. In parallel, promising results gained from the design of Raibert’s hoppers [8] based on the intuitive exploitation of the SLIP dynamics led to increasing attention in the field of dynamic locomotion. In consequence, a number of successful designs based on this instrumental abstract model were made, most notably the ARL monopods [9], [10], the bow leg hopping robot [11], RHex [12] and its modified versions, BigDog [13], and ATRIAS [14].

Recently, the utility of the spring-mass models was expanded in [15] to represent the walking gait as well. The proposed model consists of a pair of SLIPs forming a bipedal model, which we refer to as the bipedal SLIP. It is shown in [15] that the bipedal SLIP captures the behavioral properties of walking better than the classical inverted pendulum. Additionally, it enables the study of walking and running, the two gaits most commonly used by humans, on the same basis (see, for example, [15]–[17]). Subsequent studies [18], [19] describing the robot dynamics by the bipedal SLIP have reinforced the relevance of this simple model in the design of walking robots.

A number of studies addressing the control of dynamic legged locomotion have used the SLIP as a template [2] for real robots [20]–[25], demonstrating the benefit of the SLIP models, even for legged robots with no SLIP-like morphologies. The general idea is to control the actuated degrees of freedom (DoF) of the real (high dimensional) robot in such a way that it behaves like the template (lower dimensional) model. This can enforce the real robot to mimic the template CoM motion [23], or may utilize the template as a target (i.e., the hybrid zero dynamics [26]) for asymptotic behavior of the real robot [20]. In both...
cases, there is a continuous coordination between the template model and the controlled system.

The goal of this paper is to develop a controlled SLIP model that performs walking, running, and walk-run transition gaits in a unified framework, and to use the developed model as a planner for the control of multibody robot models. We present a hybrid automaton that unifies the representation of walking and running. By following this approach, the hybrid dynamics of the walking, running, and transitions can be partitioned into phases that are well suited for analysis. To create active gaits, we use an event-driven controller to adjust the legs’ stiffness. To utilize the analytical simplicity of the SLIP, we use a piecewise constant stiffness profile, in the sense that the changes in the leg stiffness are treated as discrete jumps. When needed, the leg touchdown angle is also controlled to modulate the interchange between kinetic and potential energy.

Creating active dynamic gaits require a deep understanding of the underlying physical principles. Analytical tools play an important role here. An explicit time-domain solution of the system dynamics significantly benefits not only the characterization of gaits but also the design of controllers that perform desired motions. The control calculations can hence be executed online, which allows for no numerical integration involved in such a computationally effective solution. Moreover, for some special cases, it enables the stability of the resulting controlled system to be investigated analytically.

Unfortunately, the exact form of such an instrumental solution of the SLIP stance dynamics is an open problem to date. For the single-stance dynamics, however, several approximate solutions have been studied by linearizing the effect of gravitational force. We introduce a novel approximation for the double-stance dynamics, enabling us to develop a class of controllers that enlarge the domain of system parameters leading to stable walking gaits. The influence of the approximation errors on the stability properties of the resulting controlled system is carefully analyzed. We also use such analytical tools to synthesize controllers that realize walk-to-run transition (WRT) and run-to-walk transition (RWT).

In Section II, after describing the SLIP structure and its mathematical model, we introduce a hybrid automaton representing the walking and running gaits together with their transitions. Then, a discrete abstraction of the system dynamics, namely the return map, is defined both for walking and running gaits. Section III is devoted to the analytical maps representing the system dynamics in the three primary phases of motion: flight, single-stance, and double-stance. In particular, a novel approximate solution to the nonintegrable double-stance dynamics of the bipedal SLIP is detailed, and its prediction accuracy is assessed. Next, in Section IV, we present a number of possible applications to gait control devised on the basis of the analytical maps, including the synthesis of controllers that realize the WRT and RWT. This is followed by a simulation study in Section V, in which we give two example applications of the proposed control strategies: one focusing on the simulation of human-like walking and running on the SLIP model and the other demonstrating the usefulness of the results in the control of multibody walking robot models.

Some of the ideas in Sections III-C and IV-C were previously presented in [27] and [28]. However, here we improved the synthesis of WRT controller to fit it with the proposed unified framework, provided an energy-based analysis, developed an algorithmic representation for the derived approximate map, and analyzed the corresponding approximation errors for the entire walking gait by exploring their relation to the Poincaré map.

II. SPRING-LOADED INVERTED PENDULUM

A. Spring-Loaded Inverted Pendulum Model and its Dynamics

The bipedal SLIP model in the walking and running gaits is illustrated in Fig. 1(a) and (b), respectively (see Table I for the general notation used in this paper). The body is represented as a point mass \( m \) at the CoM that is connected to two massless springy legs, moving in the sagittal plane with gravitational acceleration \( g \). The legs are represented by linear massless springs with the nominal constant \( k_0 \) and rest length \( l_0 \). The system motion is measured with respect to the fixed frame \( W \), as depicted in Fig. 1. It is convenient to further define polar coordinates \( (r, \theta) \) at the toe position. Notice the difference between \( \theta_i, i \in \{1, 2\} \), which is the \( i \)th leg angular position in polar coordinates \( (r, \theta) \).
at touchdown (t), and \( \alpha^\beta, \beta \in \{x, w\} \), which is the touchdown angle \( (\alpha^\beta - \pi - (\theta_t)_{x}) \).

To simplify the following study, we assume a point foot, thereby no actuation at the toe position is permitted. We also ignore the effect of the toe impact, and assume that the toe position remains fixed during stance (no slipping). Moreover, we assume no physical meaning for the swing leg, thereby ignoring foot scuffing.

In general, the continuous and discrete state vector of the system in the Cartesian coordinates \((x, y)\) can be expressed as \( S = [x \ y \ y]^T \) and \( Q = [c_1 \ c_2 \ \alpha^\beta \ M]^T \), respectively, where \( c_1 \) and \( c_2 \) denote the toe positions (these are constant for the duration of the stance phases), and \( M \in \{F, SS, DS\} \) denote the phase of motion, as defined in the following. Depending on how the springs act on the body, three primary phases can be distinguished: flight (F), single-stance (SS), and double-stance (DS). As no spring acts on the body in the F phase, the system is driven by gravity, showing a ballistic trajectory. The system undergoes oscillatory motions in the SS and DS phases due to the influence of a single and double spring, respectively, interacting with gravity. The equations describing the CoM motion in Cartesian coordinates \((x, y)\) are written as

1) F

\[
\begin{bmatrix}
\dot{x}^m \\
\dot{y}^m
\end{bmatrix} = \begin{bmatrix}
0 \\
-mg
\end{bmatrix}
\]

2) SS

\[
\begin{bmatrix}
\dot{x}^m \\
\dot{y}^m
\end{bmatrix} = \begin{bmatrix}
0 \\
-mg
\end{bmatrix} + T_{SS}(x, y) F_1(x, y), \quad i \in \{1, 2\}
\]

3) DS

\[
\begin{bmatrix}
\dot{x}^m \\
\dot{y}^m
\end{bmatrix} = \begin{bmatrix}
0 \\
-mg
\end{bmatrix} + T_{DS}(x, y) \begin{bmatrix}
F_1(x, y) \\
F_2(x, y)
\end{bmatrix}
\]

where \( T_{SS}, \ i \in \{1, 2\}, \) and \( T_{DS} \) are transformation matrices and \( F_1, i \in \{1, 2\} \), is the ith leg spring force. See the Appendix for the corresponding expressions.

In the running gait, the system alternates between the F and SS phases. Two important events define the phase transitions: touchdown and liftoff. The touchdown event occurs when the fully stretched leg touches the ground (assuming flat terrain) with touchdown angle \( \alpha^x \), and the leg lifts off the ground when it is fully stretched (i.e., reaches its rest length) in the spring decompression. A single running step starts at the highest vertical position of the CoM in the F phase, called the apex and ends at the subsequent apex. We further divide the SS phase into the spring compression and decompression subphases. The bottom event, where the spring is at its minimum length, triggers the transition from the compression to decompression subphases.

In the walking gait, the system alternates between the SS and DS phases. Here, the front leg touchdown and the rear leg liftoff define the phase transitions. The system switches from SS to DS when the fully stretched leg touches the ground making \( \alpha^w \) the touchdown angle, and switches back to the next SS when the rear leg is fully stretched. A single walking step starts at the vertical leg orientation (VLO) in the SS phase, and ends at the subsequent VLO. Similarly to the running gait, we further divide the DS phase into the "virtual" compression and decompression subphases. The corresponding transitions between these two are defined by the so-called virtual bottom event. The virtual bottom is the point where the CoM has the minimum distance from the midstance of the legs’ toe. \(^1\) We explain in Section IV-B why the virtual bottom is of interest.

B. Hybrid Automaton

As described in the previous section, each walking and running cycle comprises a sequence of different modes with different dynamics, and the switching between the modes is governed by discrete events (transition guards). This means that the SLIP model is hybrid. A number of representations have been proposed for the modeling and analysis of hybrid systems, including the hybrid automaton framework [29]. Fig. 2 depicts the suggested hybrid automaton that represents the controlled SLIP system in walking, running, and walk–run transitions. Every single node, depicted by a circle, represents the system in a particular phase, during which the system parameters, including the legs’ stiffness, are kept constant. The notation used to represent a particular node is

\[ \text{phase}^{gait}_{\text{stance}}. \]

For the transition guards, we use the following notation:

\[ \text{phase}_{\text{event}}. \]

Associated with each stance mode, the legs’ stiffness are represented as

\[ k^{gait}_{\text{subphase}}. \]

\(^1\) The SLIP walker can experience multiple virtual bottom events. In this paper, we focus on the human-like walking patterns (i.e., with the vertical ground reaction forces having an M-shape profile), and therefore a single virtual bottom can be experienced.
Finally, the system states at any particular event take the following form:

\[ S_{\text{event}}. \]

Table I details all the notation that can be used in the possible combinations of these symbols. For instance, \( S_{w1} \) denotes the SS phase before VLO in the walking gait, and \( S_{r1} \) denotes the transition guard due to the liftoff event in the running gait.

Following the definition of the hybrid automaton, a number of reset maps are defined as follows. Whenever the system transitions to SS or DS mode, the leg(s) stiffness is set to the value commanded by a controller; at the touchdown instant, the toe position is reset such that the fully stretched leg makes an angle with the horizontal corresponding to the touchdown angle. The control system also updates the touchdown angle in each cycle once needed.

\[ \Delta \phi. \]

**C. Return Maps**

The Poincaré map is a commonly used tool for the analysis of periodic systems, such as the SLIP model in walking and running, which reduces the dimension of the system state via a discrete task-space abstraction in the Poincaré section. For the running gait, we take the Poincaré section at apex \([30]\) by defining the transversal \( \Sigma^r \) to the orbit \( \Gamma^r \) (see Fig. 3). The reduced system state at this section \((z_a)\) contains only two variables

\[ z_a = \begin{bmatrix} \dot{x}_a \\ y_a \end{bmatrix}^T, \quad z_a \in \Sigma^r \subset \mathbb{R}^2. \tag{4} \]

We do not include the CoM horizontal position \((x_a)\) in \( z_a \) because it has no influence on the system dynamics at the Poincaré section from one return to another, when traversing a flat surface; however, we do keep track of it within each locomotion step because of the toes’ position and the transition guards. Moreover, the definition of the apex point requires \( y_a = 0 \). Note that the dimension of \( \Sigma^r \) can be further reduced to one, if the total energy is conserved. However, we keep it in the general form (two dimensional) to avoid confusion in nonenergy conservative cases, such as active gaits.

Accordingly, the apex return map \((ARM) \mathcal{P}^r : \Sigma^r \rightarrow \Sigma^r \) gives a mapping between two subsequent apex states in \( \Sigma^r \) as

\[ z_{a+} = \mathcal{P}^r(z_{a-}). \tag{5} \]

Following the definition of the phases in Fig. 1(b), the ARM can be constructed by composing four subsequent maps: the apex to touchdown \((a^+ \mathcal{P}^r)\), the touchdown to bottom \((b^+ \mathcal{P}^r)\), the bottom to liftoff \((b^- \mathcal{P}^r)\), and the liftoff to apex \((a^- \mathcal{P}^r)\). The ARM (5) therefore takes the following form:

\[ z_{a+} = \left( a^+ \mathcal{P}^r \circ b^+ \mathcal{P}^r \circ b^- \mathcal{P}^r \circ a^- \mathcal{P}^r \right) (z_{a-}). \tag{6} \]

For the walking gait, we take the Poincaré section at VLO \([16]\). Following a similar process as for running, the transversal \( \Sigma^w \subset \mathbb{R}^3 \) to the orbit \( \Gamma^w \) is defined, and the VLO return map \((VRM) \mathcal{P}^w : \Sigma^w \rightarrow \Sigma^w \) defines a mapping between two subsequent VLO states in \( \Sigma^w \)

\[ z_{v+} = \mathcal{P}^w(z_{v-}). \tag{7} \]

where the VLO state in \( \Sigma^w \) takes the form

\[ z_v = \begin{bmatrix} \dot{x}_v \\ y_v \\ \dot{y}_v \end{bmatrix}^T, \quad z_v \in \Sigma^w. \tag{8} \]

Here, the definition of the VLO state already implies the horizontal position \((x_v)\). The VRM is the composition of four maps: the VLO to touchdown \((u^+ \mathcal{P}^w)\), the touchdown to virtual bottom \((v^+ \mathcal{P}^w)\), the virtual bottom to liftoff \((v^- \mathcal{P}^w)\), and the liftoff to VLO \((u^- \mathcal{P}^w)\), as illustrated in Fig. 1(a)

\[ z_{v+} = \left( u^+ \mathcal{P}^w \circ v^+ \mathcal{P}^w \circ v^- \mathcal{P}^w \circ u^- \mathcal{P}^w \right)(z_{v-}). \tag{9} \]

The ARM and VRM, formulated in (6) and (9), are effective representations for the SLIP dynamics in running and walking that can be utilized for the stability and control purposes.

III. ANALYTICAL MAPS

Toward the design of controllers that are computationally efficient for online implementation, in this section, we seek analytical time solutions to the SLIP dynamics, allowing the construction of the ARM and VRM. As will be shown for the stance phases, this can be constituted only in approximate forms. Therefore, a characterization of the propagated errors due to approximations is also presented.

A. Flight Map

Integrating the flight dynamics expressed by (1) results in the following well-known expressions for the movement of the CoM:

\[
\begin{bmatrix}
\dot{x} \\
\dot{y}
\end{bmatrix} = \begin{bmatrix}
-\dot{x}_0 \\
-gt + \dot{y}_0
\end{bmatrix},
\begin{bmatrix}
x \\
y
\end{bmatrix} = \begin{bmatrix}
\dot{x}_0 t + x_0 \\
-gt^2/2 + \dot{y}_0 t + y_0
\end{bmatrix}
\tag{10}
\]

where \((\cdot)_0\) denotes the initial value at time \(t = 0\). The submaps \(u^+ \mathcal{P}^r\) and \(a^+ \mathcal{P}^r\) can be determined using (10).

B. Single-Stance Map

The simplicity of the physical structure of the SLIP model seemingly suggests that deriving a closed-form solution to its dynamics in the stance phases is simple as well. However, such an analytical solution has remained an open problem to date. It has been shown that the mentioned dynamics under the influence of gravity are nonintegrable \([31], [32]\). Lacking such a closed-form representation has limited the use of functional analysis tools, which could be instrumental in the design of
dexterous and dynamic legged robots. If an arbitrarily close approximation to the exact solution of the SLIP dynamics is to be predicted, then the common approach is through relatively extensive forward-in-time numerical integrations (e.g., [33]–[35], where the tradeoff between precision and computational complexity plays an important role. As such, precise numerical approximations might not be suitable for online implementation. Moreover, the numerical nature of such solutions precludes the possibility of deriving a closed-form expression for the associated Jacobian matrix.

Nevertheless, several alternatives aiming at finding an accurate analytical approximation to the SLIP dynamics in the SS phase have been proposed [36]–[40], which rely on simplified and linearized dynamic models. The approximation presented in [37] ignores the effect of gravity in stance, something that can hardly be fulfilled in reality. Geyer et al. [38] proposed a simple solution, in terms of elementary functions, that approximates the ARM without the need for an iterative process. The simplicity of the solution is such that it can further be used to investigate the stability of ARMs in some special situations. Although the method takes into account a linearized effect of gravity in the force balance equations, it presumes the conservation of angular momentum, an assumption that can significantly be violated in nonsymmetric gaits$^2$ due to gravity. Using an iterative algorithm based on the mean-value theorem, Schwind and Koditschek [36] proposed another noteworthy approximation. The main characteristic of their method is its iterative form, in the sense that at least two iterations are required in order to meet a minimal accuracy threshold. Although the quality of the results increasingly improves with each iteration, the mathematical complexity of the resulting solution negatively affects the utility of the method for further usage, such as stability analysis.

Inspired by this work, Arslan et al. [41] expanded the Geyer et al. method by adding a gravity correction-based iteration, forming a two-step iterative solution. The method has been further expanded in [42] to handle energy-dissipative elements and the results have been experimentally validated in [43] recently. Subsequent controller designs [42], [44], [45] carried out using this approximation have shown promising results.

Recently, based on the perturbation theory, another solution has been proposed in [40]. The method assumes the angular momentum as a conserved quantity in the radial motion as in the Geyer et al. method. However, for the angular motion, the effect of gravitational torque is included leading to a varying angular momentum. The resulting equations are then solved using standard perturbation techniques.

We have found that, among the methods addressed above, the Geyer et al. method with the Arslan et al. extension suits our scheme. The novel DS approximate map presented in this paper finds its origin in these works. The reminder of this section briefly presents them.

1) Approximate Single-Stance Map by Geyer et al.: In [38], Geyer et al. derived a simple solution to the stance phase of the SLIP hopper. The approximation relies on two assumptions: 1) the angle swept during the stance ($\Delta \theta$) is sufficiently small, and the stance phase is predominantly vertical (i.e., $\sin \theta \approx 1$); and 2) the compression of the leg is much smaller than its rest length. Combined with further simplifications detailed in [38], the following expressions for the radial and angular motions of the CoM in polar coordinates $(r, \theta)$ are derived$^3$:

\[
\begin{align*}
    r(t) &= \frac{f}{\omega_0^2} + \lambda_1 \sin \omega_0 t + \lambda_2 \cos \omega_0 t \\
    \theta(t) &= \frac{2g/l_0 + \omega_0^2 + \omega^2}{\omega_0^2} \omega t \\
    &\quad + \frac{2\omega}{l_0 \omega_0} (\lambda_1 \cos \omega_0 t - \lambda_2 \sin \omega_0 t) + \lambda_3
\end{align*}
\]

where $\omega_0^2 = \omega^2 + 3 \omega^2$, $f = -g + l_0 \omega_0^2 + 4l_0 \omega^2$, $\omega = p/(ml_0^2)$, and $\omega_0^2 = k/m$ with $p = m \bar{r}$. The angular momentum of mass $m$ around the toe conserved during motion, which can be substituted by the known angular momentum at the initial condition $p_0 = m \bar{r} \lambda_0$. Finally, $\lambda_1$, $\lambda_2$, and $\lambda_3$ are constant values determined by the initial conditions. This approximate solution is valid for any pair of initial and final conditions within the SS phase, including the touchdown and liftoff points.

2) Gravity Correction Scheme by Arslan et al.: The above-presented method fails when the stance trajectory is nonsymmetric because, in this case, the average angular momentum due to gravity is nonzero, thereby the total angular momentum can no longer be assumed conserved. Motivated by this, Arslan et al. [41] have incorporated an average effect of gravity on the angular momentum, which can be approximately modeled as

\[
\bar{p}_b = \frac{t_e}{2} mg \bar{r} (\cos \theta_0 + \cos \theta_e)
\]

where subscript “e” stands for the end state, and $\bar{r}$ is the approximated average leg length that can be obtained using (11)

\[
\bar{r} = \frac{1}{t_e} \int_0^{t_e} r(t) \, dt
\]

\[
= \frac{f}{\omega_0^2} + \frac{1}{\omega_0^2 t_e} (\lambda_1 - \lambda_1 \cos \omega_0 t_e + \lambda_2 \sin \omega_0 t_e).
\]

Now, the gravity correction term $\bar{p}_b$ is added to the original angular momentum $p_0$ to yield the updated angular momentum

\[
\hat{p} = p_0 + \bar{p}_b.
\]

Finally, $\hat{p}$ replaces $p_0$ in all corresponding derivations, which gives a two-iteration form to the solution.

The presented method effectively establishes an analytical solution to the SS dynamics of the SLIP from any initial to any final state. The maps $\mathcal{P}^r$, $\mathcal{P}^\theta$, $\mathcal{P}^w$, and $\mathcal{P}^\psi$ can be constructed accordingly.

C. Double-Stance Map

In this section, we introduce an approximate time solution to the DS dynamics of SLIP. We define an auxiliary system referred to as the axial-torsional SLIP (AT-SLIP) (see Fig. 4),

$^3$In a symmetric gait, the trajectory is symmetric with respect to the VLO.
which under specific assumptions detailed below approximates the CoM trajectories of the bipedal SLIP in the DS phase. The significance of this model is in admitting an approximate analytical solution that can also be qualified as a solution for the original SLIP.

1) Axial-Torsional Spring-Loaded Inverted Pendulum Model: As shown in Fig. 4, the AT-SLIP model consists of a point mass $m$ attached to a single spring-loaded leg with spring constant $k_t$. The toe is located at the mid stance of the two original legs, and a torsional spring with constant $k_t$ is added at the same position. The rest length of the axial spring and the zero torque angle of the torsional spring are denoted by $l_{t0}$ and $\phi_0$, respectively. The equations of motion for the AT-SLIP model in Cartesian coordinates $x, y$ are as follows:

$$m \begin{bmatrix} \ddot{x} \\ \ddot{y} \end{bmatrix} = m \begin{bmatrix} 0 \\ -g \end{bmatrix} + T_{AT}(x, y) \begin{bmatrix} F_t(x, y) \\ F_t(x, y) \end{bmatrix}$$

(15)

where $T_{AT}$ is a transformation matrix, $F_t$ is the axial spring force exerted on the mass, and $F_t$ is the resultant force exerted on the mass due to the torque generated by the torsional spring. The corresponding expressions are given in the Appendix.

We find a set of parameters $(k_t, k_t, l_{t0}, \phi_0)$ for which, under the same initial conditions, the AT-SLIP trajectories approximately coincide with those of the bipedal SLIP in DS, provided that the following assumptions hold:

$$(\Delta l_t)_{\text{max}} \ll l_{t0}$$

$${\Delta \phi} \approx 0 \text{ and } \sin \phi \approx 1$$

(16)

where $(\Delta l_t)_{\text{max}}$ and $l_{t0}$ are the maximum compression and the rest length of the axial spring, respectively, and $\Delta \phi$ is the angle swept by the AT-SLIP leg. These assumptions are similar to those made by Geyer et al. in [38]. To make the bipedal SLIP in DS (3) and AT-SLIP (15) equivalent systems, the resultant forces on the mass at any arbitrary state, including the equilibrium point, must be the same. We first calculate the equilibrium point of the bipedal SLIP by equating (3) to zero. By symmetry, it immediately follows that $x_{eq} = c/2$, where the subscript “eq” stands for the equilibrium point, and $c$ is the step length. This, in turn, sets

$$\phi_0 = \pi/2.$$  

(17)

To obtain the legs' length at the equilibrium position ($l_{eq}$), a simple manipulation of the force balance relation in the vertical direction yields:

$$l_{eq}^2 - 2 l_{t0} l_{eq} + (l_{t0}^2 - c^2/4 - (mg/k_0)^2/4) = 0.$$  

(18)

The relevant solution $l_{eq}$ of this polynomial is used to obtain the equilibrium height

$$y_{eq} = \sqrt{l_{eq}^2 - c^2/4}.$$  

(19)

Since the equilibrium point in the two systems should be the same, $y_{eq}$ is used to establish a relation between the axial spring constant and rest length in the AT-SLIP system as

$$l_{t0} = \frac{mg}{k_t} + y_{eq}.$$  

(20)

Next, we equate (3) to (15), leading to

$$T_{DS}(x, y) \begin{bmatrix} F_t(x, y) \\ F_t(x, y) \end{bmatrix} - T_{AT}(x, y) \begin{bmatrix} F_t(x, y) \\ F_t(x, y) \end{bmatrix}.$$  

(21)

Solving (21) for $k_t$ and $k_t$ with using (20) in the corresponding terms results in

$$
\begin{bmatrix} k_t(x, y) \\ k_t(x, y) \end{bmatrix} = A^{-1} B.
$$  

(22)

Matrices $A$ and $B$ are given in the Appendix. The resulting stiffness varies across any arbitrary range of motion. However, by numerical analysis, it can be shown that if assumptions (16) hold, $k_t(x, y)$ and $k_t(x, y)$ can be roughly quantified with some limit values $k_t$ and $k_t$, respectively. Mathematically speaking, we first derive a closed-form solution for $k_t$

$$k_t = \lim_{(x, y) \rightarrow (c/2, l_{t0})} k_t(x, y) = \frac{mg}{\sqrt{l_{t0}^2 - c^2/4} - y_{eq}}.$$  

(23)

Note that we evaluate the limit when $(x, y)$ converges to $(c/2, l_{t0})$ as this point best satisfies assumptions (16). Furthermore, we must take the limit rather than simple substitution because the latter results in an indeterminate expression. Also note that since $l_{t0}$, as defined in (20), is a function of $k_t$, replacing $y$ by $l_{t0}$ in (23) results in an implicit equation in terms of $k_t$, which is straightforward to solve. Next, the derived $k_t$ is substituted in (20) to yield an approximate expression for the rest length of the axial spring

$$l_{t0} = \frac{mg}{k_t} + y_{eq}.$$  

(24)

Finally, we derive a simple expression approximating a constant value for the torsional spring stiffness

$$k_t = \lim_{(x, y) \rightarrow (c/2, l_{t0})} k_t(x, y) = \frac{4 l_{t0}^2}{c^2 + 4 l_{t0}^2}.$$  

(25)

In summary, for the set of parameters $(k_t, k_t, l_{t0}, \phi_0)$, we derived expressions (23), (25), (24), and (17), respectively, with which the AT-SLIP system (15) approximates the DS dynamics of the bipedal SLIP system (3), provided that assumptions (16) hold.
2) Axial-Torsional Spring-Loaded Inverted Pendulum Dynamics Approximation: In the absence of the torsional spring, the AT-SLIP model would be identical to the original SLIP in SS phase, for which approximate time solutions were reported in Section III-B. All that is needed to complete the time solution of the AT-SLIP dynamics is to find a way to include the effect of the torsional spring, which is present on the angular momentum of the system. We model this effect as

\[ p_t = \int_0^{t_f} \bar{k}_t (\bar{\phi}_0 - \phi(t)) \, dt \]  

(26)

where the integrand is the torque generated by the torsional spring. Substituting \( \phi(t) \) from (14) and computing the integral symbolically yields

\[
p_t = -\bar{k}_t \omega \left( \frac{2 g/\bar{l}_t + \omega^2 t_e + \lambda_3 - \phi_0}{\omega} \right) + \frac{2}{\bar{t}_e \omega^2} \left( \lambda_1 \sin \omega_0 t_e - \lambda_2 (1 - \cos \omega_0 t_e) \right).
\]

(27)

Now, if one adds \( p_t \) to the updated angular momentum formulated in (14)

\[ \hat{p} = p_0 + \hat{p}_b + p_t \]  

(28)

and updates all the corresponding derivations accordingly, an approximate solution for the AT-SLIP dynamics is established. This result can also be considered as an approximate time solution of the DS dynamics of the SLIP.

It should be noticed that although using the two-iteration scheme presented above enables us to include the effects of gravity and torsional spring, it causes a loss of continuity of the angular momentum at the start point. More specifically, the angular momentum at the start point. More specifically, the angular momentum at the start point is different from what is assigned by the initial condition. However, the difference is so small in the sense of approximation, and it can be safely ignored in practice.

3) Overview of the Double-Stance Map Approximation: To implement the approximation proposed in the previous section, it is sufficient to follow Algorithm 1, which describes the required steps in detail. This algorithm establishes a mapping between any start and end state in the DS phase of the SLIP model. The maps \( \mathbb{P}^w \) and \( \mathbb{P}^\alpha \) can be constructed accordingly.

### Algorithm 1: Approximate solution for the DS dynamics of the bipedal SLIP model.

**Inputs:** Initial condition, \( t_e, c \)

1. compute \( l_{t_0} \) using (18)
2. compute \( y_{leq} \) using (19)
3. compute \( \bar{k}_t \) using (23)
4. compute \( \bar{l}_t \) using (24)
5. compute \( \hat{k}_t \) using (25)
6. \( \phi_0 \leftarrow \pi/2 \)
7. apply transformation from Cartesian to polar coordinates
8. \( \omega_0 \leftarrow \sqrt{k_s/m} \)
9. \( p_0 \leftarrow mv_0^2 \bar{p}_0 \)
10. \( \omega \leftarrow p_0/(m r_0^2) \)
11. \( \dot{\omega}_0 \leftarrow \sqrt{\omega_0^2 + \frac{3}{4} \omega^2} \)
12. \( F' \leftarrow -g + l_{t_0} \omega_0^2 + 4 \bar{t}_e \omega^2 \)
13. compute \( \lambda_1, \lambda_2 \) and \( \lambda_3 \) using the initial condition
14. compute \( \bar{r} \) using (13)
15. compute \( \bar{p}_b \) using (12)
16. compute \( p_t \) using (27)
17. compute \( \bar{p} \) using (28)
18. \( p_0 \leftarrow \bar{p} \)
19. redo steps (10)–(13)
20. compute \( r(t), \phi(t) \) using (11)
21. apply transformation from polar to Cartesian coordinates

**Output:** Approximate CoM trajectory in DS.

### TABLE II

<table>
<thead>
<tr>
<th>( k_s ) (kN/m)</th>
<th>( \alpha^w ) (degree)</th>
<th>( \bar{x}_e ) (m/s)</th>
<th>( y_e ) (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>[10, 25]</td>
<td>[60°, 80°]</td>
<td>[0.5, 2]</td>
<td>[0.5 \sin \alpha, l_0]</td>
</tr>
</tbody>
</table>

During the analysis, four dimensions are spanned: the initial horizontal velocity at VLO (\( \bar{x}_e \)), the initial height at VLO (\( y_e \)), the legs’ stiffness (\( k_s \)), and the touchdown angle (\( \alpha^w \)). Table II shows the space of the varying parameters.

Without loss of generality, we set \( m = 80 \) kg, \( g = 9.81 \) m/s², and \( l_0 = 1 \) m in accordance with average human data, and limit the analysis to initial conditions with the vertical velocity at VLO (\( y_e \)) equal to zero. A trial is considered valid if 1) the system completes one walking step, and 2) it would be possible for the system to further touch down for the subsequent step. To satisfy the first condition, simulations in which the system leaves the ground (i.e., switching to an F phase), or when the CoM hits the ground or moves backward are excluded. Concerning the second condition, let \( E_{min} \) denote the minimum amount of the total mechanical energy at VLO required to make the subsequent touchdown

\[
E_{min} = m g l_0 \sin \alpha^w + 1/2 k_s l_0^2 (1 - \sin \alpha^w)^2.
\]

Then, the total mechanical energy as a function of the spanned variables \( E(k_s, \alpha^w, \bar{x}_e, y_e) \) should satisfy the following

---

4Here \( \phi(t) \) replaces \( \theta(t) \) due to the different notation for the AT-SLIP system.
Fig. 5 depicts the prediction errors $e$ we use the following error measure expressed as a percentage:

$$ E(k_0, \omega^w, \dot{x}_v, y_v) \geq E_{\text{min}}. $$

A total number of 5442 simulations (i.e., valid runs) satisfied these conditions. To quantify the prediction error in position, we use the following error measure expressed as a percentage:

$$ e = 100 \frac{||\xi_{\text{true}} - \xi_{\text{approx}}||_2}{||\xi_{\text{true}}||_2} $$

where $\xi$ is the CoM position in relationship to Cartesian coordinates ($x, y$). To measure the errors in the CoM velocity, to avoid division by zero due to normalization, we define another measure

$$ E = 100 \frac{||\dot{\eta}_{\text{true}} - \dot{\eta}_{\text{approx}}||_2}{(||\dot{\eta}_{\text{true}}||_2)_{\text{max}} - (||\dot{\eta}_{\text{true}}||_2)_{\text{min}}} $$

where $\eta$ is the CoM velocity. We evaluate the mean, standard deviation, and maximum value of these measures at the first return to the Poincaré section (i.e., at the next VLO), as reported in Table III. The position calculated using the approximate maps is sufficiently accurate and the velocity error remains within a small range.

Furthermore, a meaningful correlation between the fixed points of Poincaré map and the prediction accuracy of our approximate map can be observed. Define $d_v$ to be a measure of the normalized distance between two subsequent returns at the Poincaré section

$$ d_v = \sqrt{\frac{y_{v+} - y_{v}}{y_{v-}} + \frac{\dot{x}_{v+} - \dot{x}_{v}}{\dot{x}_{v-}}} . $$

Fig. 5 depicts the prediction errors $e_v$ and $E_v$ as functions of $d_v$. For each bin, the number of valid runs is shown to indicate which values are more likely to happen. A small value of $d_v$ indicates that the system state at the Poincaré section is close to a fixed point. It can be seen in the figure that, in this situation, the approximation error is small too, meaning that the prediction is more accurate when the system state converges to the fixed points, which are of particular importance in most cases.

IV. APPLICATION TO GAIT CONTROL

In this section, we develop a class of controllers, relying on the presented analytical maps, that realize active gaits and gait transitions. In all the considered applications, the control system adjusts the legs’ stiffness to inject the required energy necessary for achieving desired locomotion properties. To use the analytical maps derived in the previous section, we limit the variation of the leg compliance to discrete jumps, making the leg stiffness piecewise constant. Accordingly, every node in Fig. 2 that corresponds to stance phases has a constant stiffness that is reset when switching between the nodes. Once needed, the control system also modulates the touchdown angle to govern the interchange between kinetic and potential energy. Following this approach, which is sometimes (loosely) referred to as deadbeat control\(^6\) [47], in the rest of this section, we synthesize controllers by realizing active walking, running, and its transitions. We then present a stability analysis and discuss the effect of approximations in this regard.

A. Active Running

The goal is to synthesize a controller that takes the given system state at a Poincaré section ($z_{a-}$) to the desired state at the next return ($z_{a+}^*$. To do so, a controller 1) assigns different stiffnesses for $SS_{sc}$ and $SS_{sd}$, denoted by $k_{sc}^L$ and $k_{sd}^L$, respectively, and 2) adjusts the touchdown angle ($\alpha^t$), which is used in the reset map upon the execution of the guard $G^L_k$ The resulting controller is used once per step at apex where $G^L_k$ fires. To complete the design of this controller, we further impose a constraint motivated by biological observations. From the experimental results reported in [48], it can be seen that during running the ratio of the maximum leg length change to the rest length is almost the same ($\approx 0.1$) across all participants and all running speeds, suggesting the following constraint on the spring length at the bottom state:

$$ r_k = \sigma \circ S_h = 0.9l_0 $$

\(^5\)Note that the conservation of the total energy dictates $(\dot{y}_{v+} - \dot{y}_{v-}) \rightarrow 0$, if $d_v \rightarrow 0$.

\(^6\)For a feasibility analysis of deadbeat control in the context of the SLIP hopper, see [46].
with $\sigma$ being a projection operator. Now, we define the error equations as
\[
\begin{align*}
    z^*_t - \mathcal{P}^r(z^-_t) &= [e_1 \ e_2]^T \\
    0.9l_0 - r_b &= e_3
\end{align*}
\]  
(35)
where
\[
\mathcal{P}^r(\cdot) = \left( \begin{array}{c} a^T \mathcal{P}^r \circ \frac{1}{a} \mathcal{P}^r \circ \frac{b}{a} \mathcal{P}^r \circ \frac{c}{a} \mathcal{P}^r \end{array} \right) (\cdot)
\]
and $e_i \in \mathbb{R}$, $i \in \{1, 2, 3\}$ being the corresponding errors. The control inputs $u = [k_{sc}^r \ k_{sd}^r \ \alpha^r]^T$ are then the solution of the following optimization problem:
\[
u = \arg \min_{\mathcal{P}^r} \sum_i \rho_i e_i^2, \ i \in \{1, 2, 3\} \]  
(36)
where $\rho_i \in \mathbb{R}$, $i \in \{1, 2, 3\}$, are weights of the corresponding criteria. They additionally normalize different terms of the cost function. In the simulation study reported later, we have set all the weights equal to one.

It is clear that the control inputs are bounded (i.e., the stiffness cannot take negative values, and the touchdown angle is between $0^\circ$ and $90^\circ$). These requirements can either be formulated as constraints imposed to the optimization problem (36) or their undesired values can be penalized by some additional terms in the cost function. We use the latter option, as it gives more flexibility in the choice of the available optimization tools. Moreover, typical of nonlinear optimization problems, no guarantee for the existence or optimality of the solution can be given. However, our numerical investigations reveal a large domain of validity for the resulting solutions.

It has to be noted that a simplified approach for realizing active running can be found in the literature [40], [49], where $k_{sc}^r$ is manually chosen before executing the controller. Then, $k_{sd}^r$ is derived from the difference between the total energy of the system at current apex and the desired total energy at the subsequent apex. Next, the ARM is used to derive $\alpha^r$ numerically. Although this method is computationally simpler, preassigning $k_{sc}^r$ may lead to unfeasible values for $k_{sd}^r$, causing high discrete jumps in the stiffness profile. In contrast, our method gives the controller the flexibility to choose all the control inputs simultaneously. Moreover, we also impose the constraint (34) to the maximum leg retraction, which reinforces the similarity with biological evidence [48].

### B. Active Walking

Producing active walking in the bipedal SLIP model is more challenging than active running due to the additional complexity imposed by the DS dynamics, and other constraints [50] on the system state. Studies investigating varying speed walking are mostly limited to intuitive approaches whereby the ankle push-off and torso pitch are exploited to regulate the walking speed [50]–[54]. The presence of feet (and thus ankles torque) is a crucial element in most of the existing controlled limit cycle walking models.

Since our bipedal SLIP is an abstract model without feet, in the following, we seek a simple method that enables the system to produce, to some degree, an active walking gait, based on the DS map introduced in this paper. Similarly to active running, we focus on an adjustable stiffness scheme. While several events can be chosen as the moment that either of the legs’ stiffness is adjusted, we instantaneous adjust them at the virtual bottom defined in Section II-A. In fact, we have devised the walking hybrid automaton in Fig. 2 as the combination of four distinct modes such that it is suitable for the purpose of control design. In this sense, the virtual bottom event divides the DS phase of the bipedal SLIP into the virtual compression and decompression subphases denoted by $DS_{sc}$ and $DS_{sd}$, respectively.

The control problem here is defined as follows: given the VLO state at Poincaré section $(z_{v+})$, the legs’ stiffness and the touchdown angle are adjusted in such a way that the system converges to the desired state at the subsequent return $(z_{v-})$. Note that several constraints influence the reachability set of $z_{v+}$. In each walking cycle, irrespective of the phase being SS or DS, the legs’ stiffness before the virtual bottom $\kappa_1$ is distinguished from that of after the virtual bottom $\kappa_2$. In other words,

\[
k_{av}^r = k_{sc}^r = \kappa_1 \quad \text{and} \quad k_{av}^w = k_{sv}^w = \kappa_2.
\]

Following a similar process as for active running, we first define the error equation as:
\[
z_{v+} - \mathcal{P}^w(z^-_{v-}) = [e_1 \ e_2 \ e_3]^T
\]  
(37)
where
\[
\mathcal{P}^w (\cdot) = \left( \begin{array}{c} a^T \mathcal{P}^w \circ \frac{1}{a} \mathcal{P}^w \circ \frac{b}{a} \mathcal{P}^w \circ \frac{c}{a} \mathcal{P}^w \end{array} \right) (\cdot)
\]
and then, we solve (36) for the walking control inputs $u = [\kappa_1 \ \kappa_2 \ \alpha^w]^T$ with $e_i$, $i \in \{1, 2, 3\}$, as defined in (37).

The feasibility of the numerical solution of the resulting optimization may become restricted in some situations. Therefore, we also consider a modified control method that reduces the computational complexity motivated by Kalveram et al. [49], however, by constituting a relatively smaller domain of attraction. Given the system energy at VLO and the desired system energy at the next VLO, the difference between these two is to be compensated by the stiffness change at virtual bottom. This yields the following relation between $\kappa_1$ and $\kappa_2$:
\[
\kappa_2 = \frac{\mu_1 + (\mu_3 - \mu_2) \kappa_1}{\mu_3 - \mu_1}
\]  
(38)
with
\[
\mu_1 = (l_0 - y_{v+}^2), \quad \mu_2 = (l_0 - y_{v-}^2)
\]
\[
\mu_3 = (l_0 - l')^2 + (l_0 - l'')^2
\]
\[
\mu_4 = m \left( (\dot{x}_{v+}^2 + (\dot{y}_{v+})^2 - (\ddot{x}_{v-}^2 + \dot{y}_{v-}^2) + 2g(y_{v+} - y_{v-}) \right)
\]
where $l'$ and $l''$ are the front and rear leg’s length at virtual bottom, respectively. Now by presuming a reasonable value for $\kappa_1$ (e.g., $\kappa_1 \approx k_0$), the value of $\kappa_2$ can be immediately obtained using (38). Subsequently, the only remaining control parameter, $u = \alpha^w$, is obtained by solving the optimization problem (36) with $e_i$, $i \in \{1, 2, 3\}$, as defined in (37). A quantitative demonstration of the method will be given in the simulations presented in the next sections.
The process of transitioning can be described as follows. The system starts the transition stride at a VLO for which a particular condition (namely \( G_{v}^{\text{str}} \)) instructs the transition to running. The system walks in the same pace as the previous walking stride until the virtual bottom event (\( G_{V}^{b} \)). At this moment, the stiffness of the front leg is updated to a new value denoted by \( k_{v}^{\text{str}} \), but the rear leg still uses the stiffness assigned by the walking controller \( k_{w}^{\text{str}} \). The next update in the stiffness occurs when the front leg is fully compressed corresponding to the bottom event, represented by guard \( G_{b}^{v} \) in the hybrid automaton (see Fig. 2). The new stiffness, denoted by \( k_{v}^{\text{str}} \), is then used until the liftoff event of the front leg \( G_{V}^{\text{str}} \), leading the system to the \( P_{ba}^{\text{str}} \) phase, which ends at apex.

On the implementation side, we construct the WRT map mapping \( z_{v} \) onto \( z_{a} \)

\[
\begin{align*}
    z_{a} = P_{a}^{\text{str}}(z_{v}).
\end{align*}
\]  

(39)

According to the hybrid automaton of the WRT in Fig. 2, \( P_{a}^{\text{str}} \) is a composition of the following submaps: the VLO to touchdown \((d_{t}^{\text{str}} P_{w}^{\text{str}})\), the touchdown to virtual bottom \((d_{t}^{\text{str}} P_{w}^{\text{str}})\), the virtual bottom to rear leg liftoff \((d_{r}^{\text{str}} P_{w}^{\text{str}})\), the rear leg liftoff to bottom \((d_{b}^{\text{str}} P_{w}^{\text{str}})\), the bottom to front leg liftoff \((d_{f}^{\text{str}} P_{w}^{\text{str}})\), and the front leg liftoff to apex \((d_{a}^{\text{str}} P_{w}^{\text{str}})\):

\[
\begin{align*}
    z_{a} = (d_{t}^{\text{str}} P_{w}^{\text{str}} \circ d_{t}^{\text{str}} P_{w}^{\text{str}} \circ d_{r}^{\text{str}} P_{w}^{\text{str}} \circ d_{f}^{\text{str}} P_{w}^{\text{str}} \circ d_{a}^{\text{str}} P_{w}^{\text{str}})(z_{v}).
\end{align*}
\]  

(40)

The analytical maps studied in Section III are used here to complete the derivation of the above relation. The control problem is to find the control inputs \( u = [k_{w}^{\text{str}} k_{w}^{\text{str}}]^{T} \) that let the system converge to the desired system state at the subsequent apex \( z_{a} \). As such, we first define the error equations as

\[
\begin{align*}
    z_{a}^{*} - P_{a}^{\text{str}}(z_{v}) = [e_{1} e_{2}]^{T}.
\end{align*}
\]  

(41)

Then, the control inputs \( u \) is the solution of an optimization problem that takes the same form as (36), where \( e_{i}, i \in \{1, 2\} \), are determined by (41).

In the control calculation, the assumption that the DS phase suddenly ends at virtual bottom is made only to reinforce the following biological evidence observed for humans in [60]: “in the transition stride, the rear leg is walking and the front leg is running.” Motivated by this, we keep the walking controller for the rear leg and introduce the WRT controller for the front leg. This means that the WRT controller uses a simplified model of the system dynamics (i.e., assuming no rear leg), while in the real simulation, the rear leg does push the system forward. As such, one must adapt the control system to compensate for this mismatch. Using physical insight and tuning in preliminary simulations, we have concluded that it is sufficient to adjust reference point \( z_{a}^{*} \). Accordingly, in the simulation study presented in Section V, we use a relatively smaller value for \( z_{a}^{*} \) and a larger value for \( y_{a}^{*} \) in comparison to the expected values.

Another note here is that \( SS_{w}^{\text{str}} \) may also contain a decompression phase prior to the compression phase. But since it has no consequence in the synthesis of the controller, to keep it simple, we do not further partition \( SS_{w}^{\text{str}} \) into two phases.

2) Run-To-Walk Transition: In the WRT, the running SLIP whose speed is decreasing transitions to the walking SLIP. We
assume that the transition starts at the first apex whose horizontal velocity is less than the preferred RWT speed, and ends at the subsequent VLO. The RWT controller takes the running system state at apex ($z_a$) to the desired walking system state at VLO ($z_v$). Fig. 7 details the procedure we devised for the transition process schematically. Without loss of generality, we assume that the system trajectory, which has an oscillatory behavior, encompasses only one bottom event in the RWT process. Consequently, the sequence of the subphases that the system takes during the transition forms the RWT automaton in Fig. 2. The controller assigns a particular constant stiffness $k_{rw}^a$ for SS$^w_a$ and $k_{rw}^b$ for SS$^w_b$, and the RWT touchdown angle ($\alpha_{rw}$) when the guard $G^w$ is fired. To formalize the problem, we first construct the RWT map that maps $z_a$ to $z_v$.

$$z_v = p_{rw}^w(z_a).$$

(42)

The map $p_{rw}^w$ is a composition of the following submaps: the apex to touchdown ($\delta^w_1 p_{rw}^w$), the touchdown to bottom ($\delta^w_2 p_{rw}^w$), and the bottom to VLO ($\delta^w_3 p_{rw}^w$).

$$z_v = (\delta^w_3 p_{rw}^w \circ \delta^w_2 p_{rw}^w \circ \delta^w_1 p_{rw}^w)(z_a).$$

(43)

For each of the associated submaps that belong to the three phases F, SS, and DS, we derived a mathematical expression in Section III. Similarly to the previous applications, we write the error equations

$$z_v - p_{rw}^w(z_a) = [e_1 e_2 e_3]^T$$

(44)

and then solve the optimization (36), with $e_i - i \in \{1, 2, 3\}$ as defined in (44). This yields the control inputs $u = [k_{rw} \ k_{rw}^a \ k_{rw}^b \ \alpha_{rw}]^T$ with which the system transitions from running to walking. A quantitative demonstration is presented in the simulation example reported in Section V-A.

**D. Stability Analysis**

For the SLIP model in running, any controller that modulates the touchdown angle and either the leg stiffness or the rest length grants the controllability of the system [30] with a reasonable basin of attraction [42]. Since the controller presented in Section IV-A meets this requirement, we therefore omit the stability analysis of the running gait. On the other hand, the stability and robustness of the controlled SLIP walking introduced in Section IV-B have not been studied. In particular, since the controller uses the novel approximate return map, the effect of approximation errors on the robustness of the resulting controlled system needs to be carefully analyzed.

The stability of a fixed point of the VRM ($P^w$) is determined by studying the effect of a small perturbation in its neighborhood. This is typically approximated by using the corresponding Taylor expansion. If the eigenvalues of the associated Jacobian are inside the unit circle, then the intended fixed point is stable, thereby an associated basin of attraction exists. The relative location of the fixed point inside its basin of attraction and the size of the basin indicate how robust the controlled system is.

Obtaining the exact basin of attraction for the SLIP model is not always straightforward. An intuitive steps-to-fall method for obtaining an approximation of the domain has been used in [15] and [19]. Through a numerical search in the neighborhood of the equilibrium point, all the initial conditions leading to a predefined minimum number of successive steps with the Poincaré states converging to the equilibrium are collected to form an approximation of the basin of attraction. Following this approach for the passive SLIP model, self-stable fixed points have already been identified [15], [17], [19], Vejdani et al. [61] obtained a larger domain of attraction with provably the fastest convergence rate, by modulating the touchdown angle. This study is based on the fact that, in the context of deadbeat control, more than one walking step is required to grant control authority on the SLIP model [46]. The authors derived the domain of attraction of the two-step deadbeat stabilized gaits via backward-in-time integration of the system dynamics.

The exact pinpointing of the desired equilibrium is a strict and mostly unnecessary requirement imposed to the control system, which can readily be violated in many situations. In practice, it is sufficient if the controller takes the Poincaré state to the self-stable region of the equilibrium. Then, by definition, the state will remain in this small neighborhood of the equilibrium and will asymptotically converge to it in a finite number of steps. Therefore, even for the one-step walking control, a meaningful domain of attraction can be obtained, if the exact pinpointing constraint is relaxed. This also enables the analysis of the effect of approximation on the control performance, while the deadbeat control of the system is generally infeasible when the dynamics are represented by approximate solutions.

A walking trajectory of the passive SLIP model can be fully determined by the Poincaré state $z_v$, the dimensionless stiffness ($k_0 = k_0/\rho_0 m g$), the dimensionless energy ($E = E/(\rho_0 m g)$), and the touchdown angle ($\alpha^w$) [15]. To express the Poincaré state, one can use the triple $[y_v \ \phi_v \ E]^T$ instead of the already defined $[\dot{x}_v \ y_v \ \dot{y}_v]^T$, as it is more convenient for the stability analysis, where $\phi_v$ denotes the velocity angle at the Poincaré section. The velocity magnitude $v_v$ can be calculated from the system energy $E$, since the system is passive. Given an appropriate $k_0$, there exists a one-to-one relationship between $E$ and $\alpha^w$ for a certain domain of $E$ following which

\[\text{Without loss of generality, we shall use the dimensional counterparts by assuming the following numerical values: } \rho = 80 \text{ kg}, \rho_0 = 1 \text{ m}, g = 9.81 \text{ m/s}^2, k_0 = 16.5 \text{kN/m}.\]
an equilibrium point is stable. We identified the self-stable basin of attraction of the equilibrium \( \bar{z}_v = [0.9818 \ \text{m} \ 0 \ E]^T \) with \( E \in [822.06 J \ 827.62 J] \), by following the steps-to-fall approach, as shown in Fig. 8.

We shall now identify the basin of attraction for the one-step deadbeat stabilization of the same equilibrium in the active SLIP walking, with the control policy following the modified method presented in Section IV-B. In doing so, we integrate the “exact” return map backward-in-time starting from the initial condition that coincides with the equilibrium \( (\bar{z}_v = [0.9818 \ \text{m} \ 0 \ 826.6 J]^T) \), while spanning the control parameters \( \kappa_2 \in [0.5k_0 \ 1.5k_0] \) and \( \alpha^w \in [0^\circ \ 90^\circ] \). We repeat the same computation by using the introduced approximate map and construct a lookup table for the control inputs \( u = [\kappa_2 \ \alpha^w]^T \) accordingly. Now for the initial states belonging to the domain of attraction, we shall check to what extent the resulting state is inside the self-stable domain, if the control parameters of the approximate solution are used. Let \( P_{\text{zin}} \) be the corresponding relative percentage, calculated accordingly.

**Fig. 9** illustrates the obtained results. As can be seen, by increasing the lower bound of the touchdown angle \( (\alpha_{\text{min}}^w) \), which increases the validity domain of our approximations according to assumption (16), one can obtain larger \( P_{\text{zin}} \) so that for a certain lower bound \( (\alpha_{\text{min}}^w = 70.8^\circ) \) \( P_{\text{zin}} \) reaches 100%. This means that the walking controller based on our approximate solution succeeds in stabilizing all the Poincaré states belonging to the domain of attraction, provided that the touchdown angle is bounded from below to that particular value. Although the approximate nature of the controller precludes the possibility of exact pinpointing, the state is brought to the self-stable domain such that \( v_v \) and \( \phi_v \) converge to a constant value in the domain \([1.11 \text{ m/s} \ 1.17 \text{ m/s} ]\).

\[ \text{A similar numerical analysis can be performed for other equilibrium points representing human-like walking.} \]

**V. SIMULATION AND RESULTS**

In this section, we demonstrate the utility of the proposed framework in simulation. In a first example, we consider a locomotion scenario that humans usually follow to speed up and slow down. A second example is provided to explore one possibility of using the obtained controlled SLIP model as target dynamics for the control of a multibody walking robot.

The simulations were carried out in Python 2.7, and the results were plotted in Matplotlib 1.3. All the optimizations and implicit equations involved in the control calculations, including those that govern the transition guards, were solved using the `scipy.optimize.root` function.

**A. Example I: Human-Like Motions on the Controlled Spring-Loaded Inverted Pendulum**

According to Fig. 10, the SLIP model starts walking with an initial condition close to (but not necessarily belong to) a passive limit cycle with the average (per-stride) locomotion speed of \( \dot{x} = 1.17 \text{ m/s} \) up to the time \( t_{wr} = 0.8 \text{ s} \). The modified walking controller proposed in Section IV-B guides the system in this phase. At the first step after \( t_{wr} \), the WRT controller is activated. The control parameters \( k_{wr} \) and \( k_{sd} \) that lead to the WRT, as proposed in Section IV-C1, are computed, and the transition takes place according to the hybrid automaton introduced in Fig. 2. The robot is then commanded to run with the average acceleration of \( a = 1.05 \text{ m/s}^2 \), while keeping the same height as that of the walking gait \( (y^* = y_v = 0.98 \text{ m}) \). The robot stops accelerating at a certain instant and keeps a constant locomotion speed of \( \dot{x} = 5 \text{ m/s} \) for 1.5 s. Next, a decelerated run with the same rate is considered. All the running phases are controlled following the method described in Section IV-A. At the first apex for which the horizontal velocity is less than the preferred
RWT speed (2 m/s), the RWT controller, proposed in Section IV-C2, is invoked and the control parameters $k_{rw}$, $k_{ad}$, and $a_{rw}$ are calculated accordingly. Consequently, the robot transitions back to the initial walking limit cycle.

Results and discussion: The CoM trajectory together with the toes’ positions are plotted in Fig. 10(a). Fig. 10(b) shows the control parameters, namely the legs’ stiffness and the touchdown angle. In addition, the horizontal CoM velocity and the set, from which the desired horizontal velocities at apex/VLO are chosen, are depicted. Finally, Fig. 10(c) and (d) depicts the energetics of the system around the transition gaits, where the gravitational potential energy, the kinetic energy due to horizontal momentum, and the total system energy are plotted. In each plot, the corresponding SS phases are shaded and the gait markers are used. The detailed view for the WRT and RWT were already given in Figs. 6 and 7. Also, Table IV reports summary information on the variables used in the simulation along with the corresponding results.

As can be seen in the results, active walking and running gaits together with their transitions are realized effectively in simulation. In the following, we explore some of the important features that can be identified from the results.

Relevance and feasibility analysis: To evaluate the feasibility of the results, we compare the leg stiffness obtained in our simulation to experimental observations. Even though the calculated stiffness in our work is entirely derived using (36) without a priori knowledge, there is a good match to the experimental values reported in [48, Fig. 1] for the human. As an example, the mean value of the measured leg stiffness of several participants for the speeds of 4.5 and 5.5 m/s roughly equal to 30.8 and 31.4 kN/m, respectively. The computed leg stiffness in our method for the speed of 5.0 m/s is 28.2 kN/m [see Fig. 10(b)], which seems relevant when compared to the experimental results. This match holds also for all other speeds reported, partly owing to the constraint (34) we have used in Section IV-A. Moreover, the trajectory of the CoM during the WRT, depicted in Fig. 10(a), resembles that observed for a human in [59] qualitatively.

As depicted in Fig. 10(b), in the accelerated run, the controller commands a smaller stiffness for the compression compared to
As an example here, while the RWT controller is supposed to take the system states to \( z_v^* = [\dot{x}_v^*, y_v^*, \dot{y}_v^*]^T = [1.1 \ 0.98 \ 0]^T \), due to the mentioned errors, the system converges to \( z_v = [1.085 \ 0.9807 \ -0.018]^T \) instead. If the controller was turned off in the subsequent limit cycle walking, the system would lose stability, although it could walk for a number of steps. The active walking system, however, compensates for the mentioned error so that the system can walk for an infinite number of steps.

### B. Example II: Spring-Loaded Inverted Pendulum-Like Motions in Multibody Robot Walking

We now present an example of application to bipedal walking in which the controlled SLIP model is used as a planner for the control of a multibody robot model. The problem of controlling walking robots based on the bipedal SLIP model has been studied by taking a feedback linearization-based approach [23] and optimization-based approaches [62], [63]. The method we follow in this section is inspired by Garofalo et al. [23]; however, aimed at performing a maximal mapping between the real robot and the SLIP model, we extend the previous results. Therefore, we shall focus here on the specific contribution made, and refer readers to consult [23] for the description of the model and the detailed derivations of the equations of motion, contact model, and control policy.

The considered robot model is the standard planar 5-DoF biped robot with point feet, as depicted in Fig. 12. To have an appropriate coordinate variable that can be shared between the robot and its SLIP planner, we similarly use the relative angle \( \beta \) defined between the horizontal and the line connecting the rear stance foot to the CoM (see Fig. 12). The trajectories planned by the SLIP model (namely the CoM position, velocity, and acceleration) are parameterized as functions of \( \beta \). Further, the generated swing foot trajectories\(^9\) using the virtual constraint \( \xi \), as defined in [23, eq. (13)], are also expressed as functions of \( \beta \).

The structure of the overall control system is depicted in Fig. 11. Continuous and event-driven signals are depicted in the solid and dashed lines, respectively. The SLIP planner, which uses the modified walking controller proposed in Section IV-B, is invoked once per step at VLO. It provides the controller with the CoM trajectories \( X_{\beta_1}, \dot{X}_{\beta_1}, \ddot{X}_{\beta_1} \), the next touchdown foot position \( X_{t^+} \), and the relative angle in the next touchdown and liftoff events \( \beta_1, \dot{\beta}_1 \). The latter two are used in the generation of the swing foot trajectories. The controller unit performs the following tasks:

1. the SLIP trajectory tracking by the robot’s CoM;
2. the swing foot reference trajectory tracking by satisfying the virtual constraint \( \xi \);
3. the trunk stabilization at the desired posture.

\(^9\)For the swing foot reference trajectory, we use circular arcs for the sake of demonstration. More sophisticated trajectories are available in the literature, whose implementation is, however, beyond the scope of this paper.
Fig. 12. Stick diagram of the walking gait produced by the controller that uses the SLIP template information.

to a complete coordination between the two systems. This is feasible owing to the analytical simplicity of the derived approximations, based on which the proposed walking controller is formulated. As such, the reference terms in the control policy (see [23, eq. (20)]) need to be adapted. This is done by revising [23, eq. (21)] to the following:

\[
\bar{X}_{\text{ank}} = \begin{bmatrix}
X_E + k_{p_E}(X_E - X_G) + k_{d_E}(\dot{X}_E - \dot{X}_G) \\
-K_{p_E}\xi - K_{d_E}\dot{\xi} \\
\hat{\theta}_{\text{ank}} + k_{p_{\text{ank}}}(\hat{\theta}_{\text{ank}}) + k_{d_{\text{ank}}}(\dot{\hat{\theta}}_{\text{ank}})
\end{bmatrix}
\]  

(45)

where \(X_E = [x, y]^T\) and \(X_G = [x_G, y_G]^T\) are the vector of CoM positions for the SLIP and robot model, respectively, \(k_{p_E}\) and \(k_{d_E}\) are proportional and derivative gains associated with the position and velocity errors, and the rest as defined in [23].

Results and discussion: We implement the presented control strategy on the 5-DoF robot model in simulation. For the sake of comparison, we choose the same numerical values for the simulation parameters as in [23]. The initial condition \((z_0 = [0.9695 \text{ m}, 1.9821.55 \text{ J}]^T)\) is chosen from the obtained basin of attraction in Fig. 9, thereby the stabilization of the equilibrium point in the SLIP planner is guaranteed. Based on the simulation results, we show that the real robot also stabilizes the same equilibrium point.

Fig. 12 shows the stick diagram of the robot walking produced by the presented control strategy. The green dots are the positions of the robot’s CoM. One can see that they perfectly coincide with the SLIP positions as compared in Fig. 13(a). Note that the method proposed in [23] fails to stabilize the same equilibrium point. This full control authority is useful especially for the transient behaviors, such as gait transitions, for which the computational burden of planning can partly be passed to the SLIP control, as investigated in this paper.

As shown in Fig. 11, the rear leg of the robot lifts off at the same configuration (namely, the same \(\beta_R\)) as that of SLIP. Aimed at reducing the required control inputs, we also explore an independent condition in which the leg lifts off at a predefined configuration. The corresponding control inputs (namely, joint torques) for a single step of walking for both cases are plotted in Fig. 13(b) and (c). It is clear that although the torques’ amplitudes in the latter case are reduced, the associated profiles at the liftoff transition are smoother when the SLIP information is used.

It seems that even the reduced torques are still rather large. Notice that the simulation model is instructed to walk at around normal pedestrian speeds, which is a relatively challenging task for an 80 kg humanoid. Nevertheless, we suspect that optimizing the distribution of physical parameters and the swing leg dynamics can additionally reduce the control inputs, which is an interesting topic for future research.

Remark on stability: Since the biped robot is instructed to exactly reproduce the controlled SLIP dynamics, its stability follows the same properties. However, due to external disturbances (such as the effect of touchdown impact) and uncertainties, the robot can encounter robustness issues. Nevertheless, the
robustness properties of the feedback linearization-based controllers have extensively been studied, and we therefore invite interested readers to consult the relevant literature.

VI. CONCLUSION

We have introduced a unified framework for walking, running, and walk–run transitions on the bipedal SLIP. We have shown that by assuming a piecewise constant profile for the stiffness of the bipedal SLIP, together with the modulation of the touchdown angle, one can synthesize controllers that create varying speed gaits and their transitions. Choosing different stiffness for the spring compression and decompression phases grants the required changes needed in the system’s total energy level. In addition, the leg touchdown angle can modulate the interchange between kinetic and potential energy that is necessary for locomotion speed regulation.

The control signal calculations substantially rely on the approximate analytical maps of the otherwise nonintegrable stance dynamics. Although a number of approximations have been proposed for the SS dynamics, the DS analytical solutions remained unsolved. In this paper, we also proposed a novel approximate solution to this problem, by introducing an auxiliary system (AT-SLIP) whose CoM trajectories roughly coincide with the original bipedal SLIP trajectories during DS. The prediction error of the solution was analyzed via numerical simulations covering a large range of initial conditions and system parameters. The approximate solution given in Algorithm 1 was used to generate an active stable walking gait in situations in which the passive SLIP fails.

The stability/robustness of the resulting controlled system was analyzed numerically. The negative effect of approximations on the robustness of the controller was compensated by subjecting the controllable touchdown angle to a certain lower bound. In other words, the proposed approximations are more effective for the human-like walking gaits (i.e., for larger touchdown angles). For the deadbeat-form controllers, we also expanded the existing results on the stability analysis by leveraging on the self-stability properties of the SLIP model.

Concerning the control calculations, the presented method utilizing the approximate analytical maps is substantially faster than the methods based on numerical integrations. Our preliminary investigations revealed that it can be run online on a real (higher-dimensional) robot to generate target (desired) dynamics that can be treated as guidelines for the real system, as demonstrated in simulation. We are currently investigating control of a dynamic quadrupedal robot by embedding the proposed controlled SLIP in its legs.

APPENDIX

DETAILS ON DERIVATIONS PRESENTED IN SECTIONS II AND III

A. Section II—Equations (2) and (3)

Denoting by \( \theta_i \) the angle between the \( i \)th leg and the horizontal plane, and by \( l_i \) the \( i \)th leg length (see Fig. 1), the following expressions complete the corresponding representations:

\[
\begin{align*}
\theta_1(x, y) &= \arctan \frac{y}{x - c_1}, \quad \theta_2(x, y) = \arctan \frac{y}{x - c_2} \\
l_1(x, y) &= \sqrt{(x - c_1)^2 + y^2}, \quad l_2(x, y) = \sqrt{(x - c_2)^2 + y^2} \\
T_{SS_i}(x, y) &= \begin{bmatrix} \cos \theta_i(x, y) \\ \sin \theta_i(x, y) \end{bmatrix}, \quad i \in \{1, 2\} \\
T_{DS_i}(x, y) &= \begin{bmatrix} \cos \theta_i(x, y) \cos \theta_2(x, y) \\ \sin \theta_1(x, y) \sin \theta_2(x, y) \end{bmatrix} \\
F_i(x, y) &= k_i \left( l_0 - l_i(x, y) \right), \quad \text{for } l_i \leq l_0, \quad i \in \{1, 2\}.
\end{align*}
\]

B. Section III-C1—Definition of Polar Coordinates \((r, \phi)\)

Polar coordinates represented by the pair \((r, \phi)\) are defined with the following relationship to Cartesian coordinates (see Fig. 4):

\[
\begin{align*}
\phi(x, y) &= \arctan \frac{y}{x - c/2} \\
r(x, y) &= \sqrt{(x - c/2)^2 + y^2}
\end{align*}
\]

where \(\phi(x, y)\) is measured from the horizontal, and the coordinates’ origin is at \(x = c/2\), with \(c\) being the step length.

C. Section III-C1—Equation (15)

Referring to Fig. 4, the following expressions are given:

\[
\begin{align*}
T_{AT}(x, y) &= \begin{bmatrix} \cos \phi(x, y) - \sin \phi(x, y) \\ \sin \phi(x, y) \cos \phi(x, y) \end{bmatrix} \\
F_i(x, y) &= k_i \left( l_0 - r(x, y) \right) \\
F_i(x, y) &= k_i \left( \phi_0 - \phi(x, y) \right) / r(x, y) \right).
\end{align*}
\]

D. Section III-C1—Equations (22)

The following matrices are required to solve (22):

\[
\begin{align*}
A &= T_{AT}(x, y) \begin{bmatrix} y_{eq} - r(x, y) & 0 \\ 0 & \phi_0 - \phi(x, y) \end{bmatrix} \\
B &= T_{DS_i}(x, y) \begin{bmatrix} F_{i_1}(x, y) \\ F_{i_1}(x, y) \end{bmatrix} - T_{AT} \begin{bmatrix} mg \\ 0 \end{bmatrix}.
\end{align*}
\]
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